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ABSTRACT
Recently, the requirements of multimedia information are increasing rapidly. The efficient similarity images retrieval from a large image data bank being the purpose of this article. The spatial relationship is an important feature in content-based retrieval. In the studying of spatial relationship, previous related works all focus on the directional relationship, such as 2D-String, 2D C-String and 2D-PIR, etc. In this paper, we show that the distance is an important factor of spatial relationship. We propose a new representation to embed the distant relationship among objects in an image and a new similarity retrieval method. The \( R_{norm} \) measure be used to evaluate the quality of our new method, and we find that the new similarity retrieval method provides efficient performance and supports flexibility for users’ request.

1.INTRODUCTION
The amount of multimedia information is increasing rapidly of late years. Usually, the types of multimedia information consist of text, sound, image, animation and video. It is an important and difficult problem to find the data, which we wanted, from the vast of multimedia data bank. In traditional textual database systems, users always search text data by keywords. However, multimedia information such as an image has no keyword in it. Brief descriptions about the content of an image are given instead. Users may lose the relevant information since their descriptions or interpretations about the target image are different from the data creator’s. Hence, the choice of the interpretation about an image’s feature is very important.

There are many features included in an image. Those features can be concluded into two kinds: the visual feature and the relationship feature. The visual feature includes color, texture and shape of objects. There are many related works for visual feature. Chua [9] developed a “color-pair” technique for fuzzy object-level image retrieval. Mehtre et al. Lu [15] proposed a quad-tree representation of color called “multilevel color histogram.” The similarity between two images is computed based on their color histogram intersection. Jagadish [12] proposed shape similarity retrieval based on a two-dimensional rectilinear shape representation. Two shapes are similar if the error area is small when one shape is placed on the top of the other.

The other kind of feature is the relationship among the objects in images. In general, the relationships between two objects consist of spatiality and topology. For spatial relationships, Chang [4] proposed a symbolic representation for an iconic image called “2D-String”. There are three spatial operators in the 2D-String. It is quite simple and clear. However, the three spatial operators are not sufficient to give a complete description for a picture with arbitrary complicated. Some extensions of 2D-String were proposed, such as 2D G-String and 2D C-String. An another representation contains spatial and topological relationships called 2D-Projection Interval Representation (2D-PIR) was proposed by Nabil [17]. The 2D-PIR developed a new representation and an approach of similarity measurement. The new approach of measurement allows us to retrieval images having better precision than the 2D-String.

The spatial relationships included in a picture usually consist of the directional and the distant relationships. The directional relationship describes the relative position between two distinct objects. Rather, the distant relationship stands for the length between two distinct objects. Most of the previous works about spatial relationships focus on the directional factor, though the distance is also an important factor in real applications. For directions, previous researches conclude that there are 169 directional relationships in 2D spatial plane totally. However, these directional relationships can not represent the spatial relationships of objects in 2D plane fully. For instance, the distance between objects is not recorded though it is an important component of spatiality.

In this paper, we consider not only the directional relationship but also the distant relationship. We propose a new representation for spatial relationships call 2D-Vector. A relative distance is used to describe the directional and distant relationships between two objects in an image. This paper is organized as follows. In Section 2, we review the related researches about image iconic indexing and similarity retrieval. In Section 3, the new notations and representation are introduced. The new measuring function and similarity retrieval algorithms are shown in Section 4. Then, we will show some experimental results and the comparisons with other approaches in Section 5. Finally, summaries are made and the future works are outlined in Section 6.
One of the most important problems of image database systems is image retrieval. Since there is no keyword in an image, a content-based retrieval plays a principal role for the image retrieval problem. Tanimoto [18] suggested using of picture icons as picture indexes and introducing the concept of iconic indexing. Subsequently, Chang[4] developed the 2D-String representation to be iconic indexing for iconic images. The problem of pictorial retrieval becomes a problem of 2D-String subsequence matching. This approach provides a natural way to construct iconic indices for pictures and supports spatial reasoning.

For an image, we must recognize the objects in the original image by preprocess of pattern recognition first. Assume that an object is enclosed by the minimum bounding rectangle (MBR). The centroid of a minimum bounding rectangle will be the reference point of the corresponding object. The objects are segmented by their orthogonal projection relationship respect to x- and y-axes. According to the position order of x- and y-axes, 2D-String use two symbolic strings to represent the relationships, respectively.

The two strings used by 2D-String to represents the spatial relationships are u string and v string. The spatial relation operators in 2D-String include “<”, “=” and “>”. The operator “<” denotes the left-right spatial relationship in string u, or below-above spatial relationship in string v. The operator “=” denotes the “at the same spatial location as” relationship and the operator “>” stands for “in the same set as” relationship. For example, the 2D-String of a symbolic picture P as shown in Figure 1 is represented as follows: (A<C=B:D<E, A<B:D<C=E). 2D-String provides a simple way to perform sub-picture matching. We can find similar pictures by matching the sub-strings on the corresponding 2D-Strings.

The spatial operators “<” and “=” of 2D-String are not sufficient enough to describe the spatial knowledge for pictures completely. For example, 2D-String can not represent that two objects are overlap with respect to x-axis. To overcome the problems in 2D-String, Chang [5] introduced the generalized 2D-String (2D G-String) in 1989.

Chang extended the concept of symbolic projection and proposed a generalized 2D-String (2D G-String) with a cutting mechanism to describe the objects in an image. The set of generalized relational operators is {“<”, “=”, “>”}. The edge to edge with relation operator “|” is used to solve the problem of overlapping objects. The cutting lines are performed at all the extreme points of each object in the image. Then, some objects are partitioned into many smaller subparts with the cutting lines. For example, the 2D G-String representation of picture P1 in Figure 2 is shown as follows:

2D G-String: \( u \)-string: B(C=A=B)(C=A)(D)(E=D)|E.
2D G-String: \( v \)-string: C=E=A=E|A=E|A|D|B=D.

The 2D G-String supports more spatial relationships than 2D-String, but there still exists some problems in the reasoning rules. The segmented subparts of an object are dependent on the bounding lines of other objects. For the cases with overlapping, the storage space and computation time are costly for spatial reasoning. In order to overcome the drawbacks of 2D G-String, 2D C-String was proposed.

Lee [13] proposed a more efficient and economic cutting mechanism called 2D C-String in 1992. The 2D C-String uses 13 types of spatial location to represent all relationships between arbitrary two objects along x- (and y-) coordinate axis. There exist 169 types of spatial relationships between two minimum boundary rectangles in 2D space.

The 2D C-String employs 6 operators (“<”, “|”, “>”), “=” and “|” to denote the relationships between two objects along a x- (and y-) coordinate axis. The 2D C-String representation of Figure 2 are shown as follows:

2D C-String: \( u \)-string: B(C|A|C|D|E|E).
2D C-String: \( v \)-string: C=E|A|E=B=D.

The 2D C-String defined another three types of similarity degree to retrieve similar images.

Another more precise similar retrieval method, 2D-PIR, was proposed by Nabil [17] in 1996. It adapts three existing representation formalisms (Allen’s temporal interval [1], 2D-Strings, and topological relationship [10]), and combines them in a novel way to produce the unified representation. The basic idea is that each spatial object is projected along the x and y axes forming a x-interval and y-interval for the object. Using the Allen’s 13 interval relationships and together with the topological relationships, then 2D-PIR relationships are established. The 2D-PIR offers more information about spatial relationships among objects in a picture. The 2D-PIR is defined as a triple \( \langle \delta, \chi, \psi \rangle \), where \( \delta \) is a topological relationship from the set \{dt, to, ct, in, ov, co, eq, cb\} [10]. \( \chi \) and \( \psi \) are interval relationships \{<, =, m, o, d, f, s, f, >, mi, di, sl, if\}. \( \chi \) represents the interval relationship along the x-axis, and \( \psi \) represents the interval relationship along the y-axis. A detailed description of 2D-PIR can be found in [17].
The degree of picture similarity is dependent on the distance of two 2D-PIR relationships. Assume that there are two pictures P1 and P2 have the same objects in the pictures. We construct two 2D-PIR graphs G1 and G2 corresponding to P1 and P2 respectively. For the relationships \((\delta_i, \chi_i, \psi_i)\) in graph G1 and \((\delta_j, \chi_j, \psi_j)\) in graph G2.

The notion of “distance” between \(\delta_i\) and \(\delta_j\) is derived from the topological neighborhood graph. The distance between two relationships is the shortest paths in the neighborhood graph. The distance between two interval relationships \(\chi_i\) and \(\chi_j\) or \(\psi_i\) and \(\psi_j\) is defined in the same way as topological relationships. The distance between two 2D-PIR relationships, \(r_{G1}^i\) and \(r_{G2}^j\), is defined using the following Euclidean distance formula:

\[
D(r_{G1}^i, r_{G2}^j) = \sqrt{D(\delta_i, \delta_j)^2 + D(\chi_i, \chi_j)^2 + D(\psi_i, \psi_j)^2}
\]

This is used to measure the difference between two corresponding relationships.

The distance between two graphs is the sum of all the distance between corresponding 2D-PIR relationships. The distance between two graphs G1 and G2 is defined by the following formula:

\[
D(G1, G2) = \sum_{i=1}^{n} D(r_{G1}^i, r_{G2}^j)
\]

The 2D-PIR offers another similarity measurement method. The advantage is that 2D-PIR is more efficient than 2D String and 2D C-String. The method of 2D-PIR have good perception about similarity retrieval problem, but it need record all relationships of arbitrary two objects.

### 3. 2D-VECTOR

Previous related works all denote the directional relationship among objects. However, the distant relationship among objects will incur different ordering similar retrieval. We propose a new representation to embed the directional and distant relationship. This section introduces the symbols that we used in the new representation and describes the properties of the notations. We refer to the new notations as relative distance.

We assume that an image P consists of \(n\) objects identified by \(O_1, O_2, ..., O_n\). After preprocessing by image processing and pattern recognition techniques, the \(n\) objects in the original image are recognized. Each object is enclosed by a minimum bounding rectangle (MBR) with boundaries parallel to horizontal (x-) and vertical (y-) axis. Let \(px_i\) and \(qx_i\) be the two coordinates for left and right boundary of \(O_i\)'s MBR projected along x-axis, \(px_i < qx_i\), \(py_i\) and \(qy_i\) are the two coordinates for up and down boundary of \(O_i\)'s MBR projected along y-axis and \(px_i < qy_i\), where \(1 \leq i \leq n\). The coordinates of objects’ MBR in an image can use a popular measure to be a basic computing unit; for example, a pixel. The relative distance notations for a picture P containing \(n\) objects will be defined by the following definitions.

![Figure 3: An example, a picture P.](image)

**Definition 1:** The x- and y-axis projection interval of \(O_i\) are \(Ix_i\) and \(Iy_i\), defined as \(Ix_i = px_i - px_i\) and \(Iy_i = qy_i - py_i\).

**Definition 2:** Let \(O_i\) and \(O_j\) are arbitrary two objects in a picture P. We define \(DX_{ij} = px_i - px_j\) and \(DY_{ij} = py_i - py_j\). \(DX_{ij}\) and \(DY_{ij}\) are called the x- and y-axis distance between \(O_i\) and \(O_j\) referring to \(O_i\) respectively.

**Definition 3:** \(XO_{ij}\) is the x-axis relative distance between \(O_i\) and \(O_j\) referring to \(O_i\), \(x < j\) and \(XO_{ij} = (DX_{ij} / Ix_i, Ix_i / Ix_j)\). \(YO_{ij}\) is the y-axis relative distance between \(O_i\) and \(O_j\) referring to \(O_i\), \(x < j\) and \(YO_{ij} = (DY_{ij} / Iy_i, Iy_i / Iy_j)\).

Above 3 definitions have some important properties. We describe the properties in the following lemmas and prove in [8].

**Lemma 1:** The x- and y-axis distance are reversible; that is, \(DX_{ij} = -DX_{ji}\) and \(DY_{ij} = -DY_{ji}\).

**Lemma 2:** If \(XO_{ij}\) and \(YO_{ij}\) are defined as Definition 3, and representing \(XO_{ij} = (\alpha_{ij}, \chi_{ij})\), \(YO_{ij} = (\beta_{ij}, \psi_{ij})\). Let \(XO_{ij} = (\alpha_{ij}, \chi_{ij})\) and \(YO_{ij} = (\beta_{ij}, \psi_{ij})\), we have \(\alpha_{ij} = -\alpha_{ij} / \chi_{ij}, \chi_{ij} = 1 / \chi_{ij}, \beta_{ij} = -\beta_{ij} / \psi_{ij}, \psi_{ij} = 1 / \psi_{ij}\).

Lemma 1 shows that \(DX_{ij}\) are the reverse direction of \(DX_{ij}\). Hence, the direction characteristics are embedded in the notation implicitly. The reversible property in Lemma 2 indicates that relationships between object \(O_i\) and \(O_j\) referring to \(O_i\) can be reasoned from the relationships referring to \(O_j\).

**Lemma 3:** For \(n\) objects, let \(i \leq j, k \leq n\), if \(XO_{ij} = (\alpha_{ij}, \chi_{ij})\), \(YO_{ij} = (\beta_{ij}, \psi_{ij})\) and \(XO_{ik} = (\alpha_{ik}, \chi_{ik})\), \(YO_{ik} = (\beta_{ik}, \psi_{ik})\), then \(XO_{jk} = ((\alpha_{ik} - \alpha_{ij}) / \chi_{ik}, \chi_{ik} / \chi_{ij}), YO_{jk} = ((\beta_{ik} - \beta_{ij}) / \psi_{ik}, \psi_{ik} / \psi_{ij})\).

Lemma 3 gives an important transitive property that we can derive new relationships from two indirect relationships belonging to different objects. By this property, we will reduce the quantity of stored information.

**Definition 4:** The 2D Vector for an image P containing \(n\) objects are represented as \(\langle \alpha_{ij}, \chi_{ij}, \beta_{ij}, \psi_{ij} \rangle\), where \(\alpha_{ij} = Ix_i, \chi_{ij} = Ix_j, \beta_{ij} = Iy_i, \psi_{ij} = Iy_j\), \(2 \leq j \leq n\) and \(1 \leq i \leq n\).

An image representation should be able to describe all relationships among the objects in the image. That is, we can find the relationships between two arbitrary objects in the representation without losing information. There are \(n(n-1)\).
relationships totally in an image containing \( n \) objects. The information of an image we stored in the representation is

\[
< O_i, r_{x_i}, r_{y_i} >, < O_2, r_{x_2}, r_{y_2} >, < O_3, r_{x_3}, r_{y_3} >, \ldots, < O_n, r_{x_n}, r_{y_n} >.
\]

The detailed replacements with the symbols of definitions are

\[
< O_i, Ix_i, Iy_i >, < O_2, X_{i2}, Y_{i2} >, < O_3, X_{i3}, Y_{i3} >, \ldots, < O_n, X_{in}, Y_{in} >.
\]

Thus, we can derive any relationships among the \( n \) objects by Lemma 2 and Lemma 3 based on object \( O_i \) in two computing steps at most. We refer to the representation in Definition 4 as 2D-Vector. The first object in 2D-Vector is called base object or referential object.

**Example 1:** The 2D-Vector representation for the picture in Figure 2 is

\[
< B, 6, 3 >, < C, (0.33, 0.83), (-2.1, 1.27) >, < A, (0.87, 0.5), (1.37, 0.3), (-0.07, 1.1) >, < E, (1.47, 0.7), (-2.1, 1.4) >.
\]

The object B is the base object. We can infer any relationships in the image by the base object. The inferential algorithm can be obtained easily from lemma 3.

### 4. SIMILARITY MEASUREMENT

Since the 2D-Vector preserved not only directional relationships but also distant relationships, previous measurements for pictorial similarity are not suitable for 2D-Vector. We develop new measuring methods to evaluate the similarity of pictures. In the distance aspect, the direct distance should be placed. We proposed the measurement function of distant relationships. The Adaptive distance measurement function of \( O_i \) is moving from the left side of \( O_i \) to the right side of \( O_i \).

The relationships between two objects \( O_i \) and \( O_j \) has a measurement function \( f \) to measure the relationships’ difference with another \( (X_{ij}, Y_{ij}) \), where \( f \in [0, 1] \) and \( \delta \in [0, 1] \). \( \delta \) is a parameter to control the weight between case 1, case 2 and case 3. We can use \( \delta \) to control the importance of distant relationships. The Adaptive distance formula is defined as following:

\[
f(X_{ij}) = f(\alpha_{ij}, X_{ij}) = \begin{cases} 
\frac{\delta}{2(1 - \omega(\alpha_{ij}, X_{ij}))} & \text{if } \alpha_{ij} + X_{ij} < 0; \\
\frac{\delta}{2\omega(\alpha_{ij}, X_{ij})} & \text{if } \alpha_{ij} > 1; \\
(1 - \delta) \times \omega(\alpha_{ij}, X_{ij}) + \frac{\delta}{2} & \text{otherwise.}
\end{cases}
\]

The measurement function of y-axis from down to up is the same with x-axis from left to right. If two object \( O_i \) and \( O_j \) are in the different picture P1 and picture P2 then the relative distance relationships are \( (X_{ij}, Y_{ij})^P1, (X_{ij}, Y_{ij})^P2 \). We use the following formula to measure the difference between picture P1 and P2 on objects \( O_i \) and \( O_j \):

\[
D((X_{ij}, Y_{ij})^P1, (X_{ij}, Y_{ij})^P2) = \sqrt{[(f(X_{ij})^P1 - f(X_{ij})^P2)^2] + [(f(Y_{ij})^P1 - f(Y_{ij})^P2)^2]}
\]

If there are \( n \) objects in P1 and the same \( n \) objects in P2, then the total difference between P1 and P2 is defined as follows:
5. EXPERIMENTS AND COMPARISONS

The relevant images retrieved from databases for some queries have a ranking order for a user usually. There is no standard to judge the similarity since the results of ranking is always dependent on users’ requirements. We introduce the $R_{norm}$ measure to evaluate the quality of algorithms for similarity retrieval in image databases. The $R_{norm}$ was proposed by P. Bollmann in 1985 [2]. The definition of $R_{norm}$ is as following:

**Definition 5** [11]: Let $I$ be a finite set of images with a user-defined preference relation that is complete and transitive (weak order). Let $\Delta$ be the ranking order of $I$ induced by the user preference relation. Also, let $\Delta_{system}$ be some ranking order of $I$ induced by the similarity values computed by an image retrieval system. Then $R_{norm}$ is defined as

$$R_{norm}(\Delta_{system}, \Delta_{user}) = \frac{1}{2} \left(1 + \frac{S^+ - S^-}{S_{max}}\right)$$

where $S^+$ is the number of image pairs where a better image is ranked ahead of a worse one by $\Delta_{system}$, $S^-$ is the number of pairs where a worse image is ranked ahead of a better one by $\Delta_{system}$; and $S_{max}$ is the maximum possible number of $S^+$ from $\Delta_{user}$. It should be noted that the calculation of $S^+$, $S^-$, and $S_{max}$ is based on the ranking of image pairs in $\Delta_{system}$ relative to the ranking of corresponding image pairs in $\Delta_{user}$. The range of $R_{norm}$ value is a real number between 0 and 1.0, and the value of 1.0 indicates that the system-provided ranking order of the images is identical to the ranking order of the images provided by the user.

Given a set of 12 images as shown in Figure 5, each of them contains two objects with different spatial locations (both direction and distance). These images are numbered by P0, P1,..., and P11. Now, we take images P0, P2, P4, P6, P8, and P10 as the query images in turn, and measure the similarity using the discussed algorithms. The algorithms of similarity retrieval we used include 2D C-String, 2D-PIR, the Euclidean distance of 2D-Vector, and the adaptive functions of 2D-Vector. The results of similarity measure are ranked by their difference values for various query images, as shown in the tables from Table 2 to Table 6.

The 2D C-String just sorts the relevant images into three types, so it has less efficient. Table 2 is the ranking results of 2D-PIR, the values under the image number in the table are the difference values between query image and the ranked images. Using the same presentation, Table 3 is the ranking results of 2D-Vector’s measuring with the Euclidean distance. The measures of 2D-Vector using the adaptive functions are shown in the tables from Table 4 to Table 6. The distinctions of the results in Table 4, Table 5 and Table 6 are the weights of $\delta$. The value of $\delta$ is 0.10 in Table 4, $\delta = 0.66$ in Table 5, and finally the value of $\delta$ is 0.90 in Table 6.

From the ranking order tables, we can find that the ranking orders of 2D-PIR are different from the Euclidean distance measuring extremely. The measures of adaptive functions also behave some different ranking results depending on the values of $\delta$. As our prediction, the ranking order is close to the ranking results of 2D-PIR when $\delta$ is small, e.g. $\delta = 0.10$. On the contrary, the ranking order is close to the ranking results of Euclidean distance when $\delta$ is large. For example, the ranking orders in Table 3 are similar to the results in Table 6 when $\delta = 0.90$ in our experiments.

For evaluating the effectiveness of 2D-Vector more detailed, we apply the $R_{norm}$ measure to the above results. As we know, the objective of similarity measuring is to satisfy users’ requirements. However, it is difficult to show a standard ranking order for users’ requirements. The ranking order for someone is hard to fit the need of everyone. According to the definition of $R_{norm}$ measure, we develop an objective measurement to evaluate the effectiveness of 2D-Vector. Assume that there are some users whose requirements are identical to the ranking orders of the methods including the 2D-PIR and the 2D-Vector with different values of $\delta$, respectively. These users’ ranking orders are used to be the user’s preference in $R_{norm}$ measure, referred as the experts. Then, the experts are used to measure the $R_{norm}$ values of various systems. In our experiments, we choose the same methods to be the experts and the measured systems at the same time.

We find that the $R_{norm}$ value is close to 1 when the value $\delta$ in adaptive function is small under the expert of 2D-PIR. Contrariwise, the $R_{norm}$ value is close to 1 when the value $\delta$ in adaptive function become large under the expert of the 2D-Vector with Euclidean Distance. Such results may explain that the 2D-PIR is measured by the features of direction and the 2D-Vector with Euclidean distance emphasizes on the distance. For users, their judgement is compounded of the features of direction and distance usually. For example, we can give the ranking orders for the above query images visually. The ranking results in Table 1 are made by ourselves intuitively. We refer to the results as the ranking order of a user. Comparing the $R_{norm}$ values of the user with 2D-PIR and 2D-Vectors, it is easy to find that the best similarity occurs when $\delta$ is 0.66 from Figure 6. Thus, the value $\delta$ = 0.66 can be chosen to as the weight value of the adaptive function for the user. Of course, other users may use different $\delta$ value of adaptive function to satisfy their requirements.

6. CONCLUSIONS

Content-based retrieval has become a primary technique for image querying. The spatial relationship is one of the main content of features images. Previous researches as 2D-String, 2D C-String and 2D-PIR, all discussed the directional relationships and ignored distance. In this paper, we propose the 2D-Vector representation to present the spatial relationships including the information of direction.
and distance. We show that the 2D-Vector can provide spatial reasoning and similarity retrieval easily. The time complexity of spatial reasoning and similarity retrieval algorithms are $O(1)$ and $O(n^2)$, respectively. The space complexity is $O(n)$ for storing an image with $n$ objects. It is more efficient than 2D C-string and 2D-PIR. By the experiments, we also find that the accuracy is better than the previous approaches. Moreover, the new algorithm provides a flexible measure for retrieving similar images.

By our new notation, there are many related researches could be outlined. One of the extensions is in video data. Video data are organized by a sequence of related images called frames. Applying the 2D-Vector to describe the motions of a sequence of objects in temporal is under investigating. Another important future work is the spatial indexing for 2D-Vector, it is worth further studying.
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<table>
<thead>
<tr>
<th>Query Picture</th>
<th>Rank ordering of expert respect to user viewpoint</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Images shown within the same cell of a row have same relevance)</td>
</tr>
<tr>
<td>P0</td>
<td>P0</td>
</tr>
<tr>
<td>P2</td>
<td>P2</td>
</tr>
<tr>
<td>P4</td>
<td>P4</td>
</tr>
<tr>
<td>P6</td>
<td>P6</td>
</tr>
<tr>
<td>P8</td>
<td>P8</td>
</tr>
<tr>
<td>P10</td>
<td>P10</td>
</tr>
</tbody>
</table>

Table 1: The rank ordering of user’s viewpoint.
### 2D-PIR ranking order and the result difference value
(Images shown within the same cell of a row have same relevance)

<table>
<thead>
<tr>
<th>Query Picture</th>
<th>2D-PIR ranking order</th>
<th>Result difference value</th>
</tr>
</thead>
<tbody>
<tr>
<td>P0</td>
<td>P0, P1, P2, P3, P4, P6, P7, P5, P9, P10, P11, P8</td>
<td>8.485</td>
</tr>
<tr>
<td>P2</td>
<td>P2, P0, P1, P3, P4, P6, P7, P5, P9, P10, P11, P8</td>
<td>7.211</td>
</tr>
<tr>
<td>P4</td>
<td>P4, P3, P2, P0, P1, P6, P7, P5, P9, P10, P11, P8</td>
<td>7.211</td>
</tr>
<tr>
<td>P6</td>
<td>P6, P7, P5, P2, P3, P4, P9, P10, P11, P0, P1, P8</td>
<td>6.000</td>
</tr>
<tr>
<td>P8</td>
<td>P8, P9, P5, P10, P11, P6, P7, P2, P3, P4, P0, P1</td>
<td>7.211</td>
</tr>
</tbody>
</table>

Table 2: The ranking order of 2D-PIR.

### Ranking order of 2D-Vector with Euclidean distance
(Images shown within the same cell of a row have same relevance)

<table>
<thead>
<tr>
<th>Query Picture</th>
<th>Ranking order</th>
<th>Euclidean distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>P0</td>
<td>P0, P2, P4, P5, P6, P10, P7, P3, P8, P1, P9, P11</td>
<td>4.623</td>
</tr>
<tr>
<td>P2</td>
<td>P2, P0, P4, P6, P5, P7, P3, P10, P8, P1, P9, P11</td>
<td>4.388</td>
</tr>
<tr>
<td>P4</td>
<td>P4, P2, P5, P0, P6, P10, P8, P7, P3, P9, P11, P1</td>
<td>4.894</td>
</tr>
<tr>
<td>P6</td>
<td>P6, P5, P10, P4, P7, P2, P8, P11, P9, P3, P1</td>
<td>5.777</td>
</tr>
<tr>
<td>P8</td>
<td>P8, P10, P5, P4, P6, P9, P2, P11, P7, P3, P1</td>
<td>6.529</td>
</tr>
<tr>
<td>P10</td>
<td>P10, P5, P8, P6, P4, P9, P11, P0, P7, P3, P1</td>
<td>6.343</td>
</tr>
</tbody>
</table>

Table 3: The ranking order of 2D-Vector with Euclidean distance.

### Ranking order of the 2D-Vector with adaptive function ($\delta=0.10$)
(Images shown within the same cell of a row have same relevance)

<table>
<thead>
<tr>
<th>Query Picture</th>
<th>Ranking order</th>
<th>Adaptive function</th>
</tr>
</thead>
<tbody>
<tr>
<td>P0</td>
<td>P0, P2, P4, P5, P6, P10, P7, P3, P8, P1, P9, P11</td>
<td>1.280</td>
</tr>
<tr>
<td>P2</td>
<td>P2, P0, P4, P6, P5, P7, P3, P10, P8, P1, P9, P11</td>
<td>1.210</td>
</tr>
<tr>
<td>P4</td>
<td>P4, P2, P5, P0, P6, P10, P8, P7, P3, P9, P11, P1</td>
<td>1.000</td>
</tr>
<tr>
<td>P6</td>
<td>P6, P5, P10, P4, P7, P2, P8, P11, P9, P3, P1</td>
<td>0.943</td>
</tr>
<tr>
<td>P8</td>
<td>P8, P10, P5, P4, P6, P9, P2, P11, P7, P3, P1</td>
<td>0.943</td>
</tr>
<tr>
<td>P10</td>
<td>P10, P5, P8, P6, P4, P9, P11, P0, P7, P3, P1</td>
<td>1.060</td>
</tr>
</tbody>
</table>

Table 4: The ranking order of the 2D-Vector with adaptive function ($\delta=0.10$).

### Ranking order of the 2D-Vector with adaptive function ($\delta=0.66$)
(Images shown within the same cell of a row have same relevance)

<table>
<thead>
<tr>
<th>Query Picture</th>
<th>Ranking order</th>
<th>Adaptive function</th>
</tr>
</thead>
<tbody>
<tr>
<td>P0</td>
<td>P0, P2, P4, P5, P6, P10, P7, P3, P8, P1, P9, P11</td>
<td>0.675</td>
</tr>
<tr>
<td>P2</td>
<td>P2, P0, P4, P6, P5, P7, P3, P10, P8, P1, P9, P11</td>
<td>0.667</td>
</tr>
<tr>
<td>P4</td>
<td>P4, P2, P5, P0, P6, P10, P8, P7, P3, P9, P11, P1</td>
<td>0.636</td>
</tr>
<tr>
<td>P6</td>
<td>P6, P5, P10, P4, P7, P2, P8, P11, P9, P3, P1</td>
<td>0.698</td>
</tr>
<tr>
<td>P8</td>
<td>P8, P10, P5, P4, P6, P9, P2, P11, P7, P3, P1</td>
<td>0.663</td>
</tr>
<tr>
<td>P10</td>
<td>P10, P5, P8, P6, P4, P9, P11, P0, P7, P3, P1</td>
<td>0.734</td>
</tr>
</tbody>
</table>

Table 5: The ranking order of the 2D-Vector with adaptive function ($\delta=0.66$).
Table 6: The ranking order of the 2D-Vector with adaptive function ($\delta=0.90$).

<table>
<thead>
<tr>
<th>Query</th>
<th>Ranking order of the 2D-Vector with adaptive function ($\delta=0.90$).</th>
<th>(Images shown within the same cell of a row have same relevance)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P0</td>
<td>P0 P2 P4 P5 P6 P3 P8 P10 P7 P1 P9 P11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.000 0.078 0.110 0.210 0.221 0.237 0.238 0.264 0.266 0.334 0.442 0.444</td>
<td></td>
</tr>
<tr>
<td>P2</td>
<td>P2 P0 P4 P3 P6 P5 P7 P10 P8 P1 P11 P9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.000 0.078 0.111 0.168 0.174 0.188 0.188 0.246 0.254 0.354 0.407 0.413</td>
<td></td>
</tr>
<tr>
<td>P4</td>
<td>P4 P5 P0 P2 P6 P8 P10 P7 P3 P9 P11 P1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.000 0.101 0.110 0.111 0.130 0.143 0.153 0.249 0.268 0.332 0.332 0.442</td>
<td></td>
</tr>
<tr>
<td>P6</td>
<td>P6 P5 P10 P4 P2 P7 P8 P0 P11 P9 P3 P1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.000 0.071 0.111 0.130 0.174 0.186 0.188 0.234 0.244 0.258 0.427</td>
<td></td>
</tr>
<tr>
<td>P8</td>
<td>P8 P10 P5 P4 P6 P0 P2 P9 P11 P7 P3 P1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.000 0.107 0.116 0.143 0.188 0.238 0.254 0.262 0.286 0.363 0.404 0.568</td>
<td></td>
</tr>
<tr>
<td>P10</td>
<td>P10 P5 P8 P6 P4 P9 P11 P2 P0 P7 P3 P1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.000 0.058 0.107 0.111 0.130 0.153 0.181 0.193 0.246 0.264 0.296 0.364 0.594</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5: Test images for evaluating distance-similarity algorithm.

Figure 6: The distribution of average $R_{norm}$ value.